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#### Abstract

There is a considerable gender gap in chess; for example, only one female player belongs to the world's 100 top players. The aim of this paper is to review the literature on gender differences in chess, highlighting the parallels that can be drawn with gender differences in science, technology, engineering, and mathematics (STEM). The paper reviews all the empirical evidence obtained from experimental papers and from the analysis of chess databases. Based on this evidence, it discusses several alternative explanations that have been proposed to explain the performance gender gap in chess and STEM. These explanations include statistical justifications, explanations based on intelligence, personality and motivation, socio-cultural factors, and biological explanations. Finally, the strengths and weaknesses of this field of research are evaluated and broader implications drawn.
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## Introduction

In recent years, considerable attention has been devoted to the question of gender differences in the STEM disciplines (Science, Technology, Engineering, and Mathematics). This is due to societal implications as well as the inherent scientific value of this question. A number of explanations have been proposed to explain these differences: statistical, individual-difference, sociocultural, and biological. Chess, though not a STEM discipline, offers unique advantages to address this question. The aim of this paper is to systematically review the literature on gender differences in chess to understand this phenomenon per se and to evaluate the explanations proposed for gender differences in STEM disciplines.

## Why Study Gender Differences in STEM Disciplines?

The question of gender differences in STEM disciplines has recently attracted substantial interest. This interest can be explained by two main reasons. First, understanding gender differences would provide important information for a number of scientific fields, including developmental psychology, cognitive psychology, individual-difference psychology, evolutionary psychology, and behavioral economics. In turn, a better understanding of gender differences would benefit education; for example, methods tailored to the putative
strengths and weaknesses of each gender could be developed.

Second, there are important societal implications. In the USA and many other Western countries, the current shortage of qualified scientists and engineers with a strong background in mathematics has considerable financial implications (Morgan et al., 2016). Such individuals are particularly needed now, given the increasing importance of technology in our society, as has recently been witnessed with the dramatic resurgence of interest in artificial intelligence and machine learning. At the same time, women are still underrepresented in science, although the many initiatives to correct this gap have led to some recent progress (UNESCO: Institute for Statistics, 2019). Based on a large-scale investigation of publication patterns, Holman et al. (2018) argue that the gap between women and men is particularly apparent in computer science, physics, mathematics, and surgery, and that it is likely to continue for generations. The difference is especially noticeable when one considers publications; e.g., authorship position in articles, as well as publication in prestigious journals. The gap is also larger in wealthy countries, such as Japan and Germany, than in poorer countries. The 2022 issue of the Global Gender Gap Report (World Economic Forum, 2022) estimates that it will take 132 years for this gender gap to be closed.

Given these two reasons, it is not surprising that gender differences in STEM disciplines have been actively researched in the last two decades (for reviews, see Halpern, 2013; Halpern et al., 2007). The potential implication of this research is clear: If the gender gap is not due to innate biological and cognitive limitations related to gender, then it is obvious that a potential resource is not being tapped. Attracting more women to STEM disciplines would alleviate, if not altogether eradicate, the current shortage of qualified scientists and engineers.

## Data on Gender Differences in STEM Disciplines

Given the extensive literature on this topic, we can provide only a brief overview here (for a more detailed discussion, see Halpern, 2013). When considering grades in mathematics and
science, girls perform slightly better on average than boys, starting from primary school up to undergraduate university levels (Clune et al., 2001; Snyder et al., 2009). However, boys perform better in high-stake examinations, such as the mathematical section of the SAT ${ }^{1}$ in the USA (Halpern et al., 2007). It should also be pointed out that, in mathematics, males progressively obtain higher grades as the mathematical contents become more abstract and strategic, as opposed to contents consisting of information recall and application of algorithms (Hyde et al., 2008; Wai et al., 2010). Starting at university undergraduate levels, more men are studying mathematics, physics, and computer science, while women prefer obtaining a degree in the biological and life sciences (Hill et al., 2010).

When the focus moves to the right tail of the distribution, the differences are considerable. At the very extremes, men have dominated scientific prizes: Out of 638 laureates of the Nobel Prize in physics, chemistry, and physiology or medicine, only 24 were women (The Nobel Foundation, 2023). In mathematics, only two of 64 Fields medals were awarded to women (International Mathematical Union, 2023). This male predominance is reflected in more controlled research. Lubinski, Benbow, and colleagues (2006) have extensively studied gifted youth in mathematics, analyzing the top scorers in the mathematical section of the SAT. In 1981, the male:female ratio of the top scorers was $13: 1$. The ratio has dropped to about $4: 1$ in the 1990s, and has since remained stable (Wai et al., 2010).

## Gender Gap in STEM Disciplines: Common Explanations and Empirical Evidence

This section presents key data on the gender gap in STEM, organized through four broad categories of explanations: statistical, based on individual differences, socio-cultural, and biological.

## Statistical Explanations

Researchers on intelligence broadly agree that there are no reliable gender differences with respect to males' and females' average overall
intelligence but that males tend to display greater variability (Halpern, 2013; Mackintosh, 2011). As males' scores have a higher standard deviation, there are more males' than females' scores at both extremes. This effect is reinforced by the fact that IQ scores do not follow a normal distribution but follow a flatter distribution with positive kurtosis.

Early research had identified similar trends with scores in mathematics, but more recent meta-analyses have failed to document differences with respect to variability (Lindberg et al., 2010). A possible explanation for the fact that more males choose STEM careers and therefore are more likely to become leaders in these fields (Hill et al., 2010) is offered by the hypothesis of participation rate: If more males study STEM topics early on, it is statistically more likely that one will find males at the top of the distribution (and also at the bottom). This explanation does not apply at lower educational levels since, in most countries, all children must attend mathematics classes. However, it does apply at undergraduate university levels, as more men than women study topics such as mathematics, physics, and computer science.

## Explanations Based on Intelligence, Personality, and Motivation

Intelligence and cognitive abilities. Ability in mathematics correlates both with overall intelligence and specific cognitive abilities (e.g., Kyttälä \& Lehto, 2008; Passolunghi et al., 2007). These correlations offer a possible explanation for gender differences in STEM.

While IQ tests show no reliable male-female differences with overall intelligence, as noted above, there are clear differences with respect to specific abilities. Men do better on spatial tasks (e.g., rotation tasks, Masters \& Sanders, 1993) and tasks measuring mechanical ability (e.g., predicting the time to collision between two objects, McLeod \& Ross, 1983). These differences start early on, being already present when children enter kindergarten, and show small to medium effect sizes, from 2 IQ points to more than 10 points (Feingold, 1988). Males are also better in tasks consisting in generating
and maintaining a mental image (Dror \& Kosslyn, 1994), and in way-finding tasks (Galea \& Kimura, 1993).

By contrast, women fare better with verbal abilities (Halpern, 2013; Mackintosh, 2011). Young girls start talking sooner than boys, already displaying a larger vocabulary by the age of 2 or 3 , and women tend to do better in most verbal tasks (e.g., generating as many words as possible within a given category). Consistent with these results, the prevalence of dyslexia is higher in males (Rutter et al., 2004). Female advantage in verbal tasks has been found internationally (Hirnstein et al., 2022). For example, it was present in the 25 countries participating in the Program for International Student Assessment (PISA; Stoet \& Geary, 2013).

Women also display a superiority in memory tasks (Herlitz et al., 1997; Stumpf \& Jackson, 1994), including short-term memory tasks (Jensen, 1998), and perform better in face recognition tasks, but only with female faces (Lewin \& Herlitz, 2002). Interestingly, with respect to abilities that might be important for mathematics and physics, women do better than men in tasks measuring memory for spatial location of objects (Eals \& Silverman, 1994). Finally, females are less likely to be diagnosed with attention disorders such as attention deficit hyperactivity disorder (ADHD), with a ratio male:female as high as 10:1 (Biederman et al., 2002).

Personality. Differences in personality might be a factor affecting gender differences in STEM (e.g., introverts might be more likely than extraverts to study trigonometry alone for long hours). Research into personality has identified a number of differences related to gender (Feingold, 1994). These differences tend to be stable across ages, time of collection, country, and educational level. Males tend to be more assertive and have slightly higher self-esteem than females. Conversely, females tend to score higher in extraversion, anxiety, and tendermindedness. On average, men tend to be more aggressive, although the pattern of aggression depends on the gender: direct aggression for men and indirect aggression for women (e.g.,
gossiping or spreading rumors; Eagly \& Steffen, 1986). In general, women tend to be more risk averse than men (Byrnes et al., 1999).
With respect to mathematics, there is considerable literature showing that anxiety affects females more than males in middle and high school, even when females perform well in this topic, which could be one of the reasons why females do not engage in STEM careers (Geary et al., 2019; Stoet et al., 2016). Less is known about the link between risk-taking and gender differences in mathematics. In line with the general literature on risk, Ramos and Lambating (1996) found that women were more risk averse, which negatively affected their performance.

Motivation. Substantial research supports the hypothesis that gender differences in STEM disciplines are in part caused by differences in motivation. A first line of research shows considerable differences with respect to attributions. For example, talented girls attribute their success to luck more often than talented boys (Heller \& Ziegler, 1996), tend to undervalue their abilities (Reis \& Callahan, 1989), and often see their ambitions inhibited by their parents (Jacobs \& Weisz, 1994), which obviously will undermine their self-confidence. A second line of research has shown that men and women have different interests and motivation. Men tend to be interested in things and women in people (Lippa, 2001), and men tend to be task-oriented or agentic, and women to be oriented towards warmth, communion, and expressiveness (Bakan, 1966). These genderspecific tendencies apply to STEM disciplines as well (Diekman et al., 2010). For example, Benbow and Lubinski (1993; Lubinski \& Benbow, 2006) studied a very elite population (young men and women scoring in the top $0.5 \%$ of mathematics tests) and found that men tended to be interested in theoretical values and investigative areas, while women tended to be interested in social values, and in investigative, artistic, and social areas. Theoretical values correlate positively and social values negatively with interest in physical science. Benbow and Lubinski also found clear differences in commitment. When asked whether they were
committed to work full time until retirement, $95 \%$ of the men but only $55 \%$ of the women replied that they were.

## Socio-Cultural Explanations

The Glass Ceiling is defined as "the unseen, yet unbreachable barrier that keeps minorities and women from rising to the upper rungs of the corporate ladder, regardless of their qualifications or achievements" (Federal Glass Ceiling Commission, 1995). In spite of antidiscrimination laws, it appears to be still present and is offered as common explanation for gender differences in STEM disciplines (Swafford \& Anderson, 2020). Another common explanation is that women's time and energy are more affected by family life (e.g., domestic chores), children's care, and (obviously) pregnancy (Halpern, 2013; Lloyd et al., 2008). However, this explanation might not be as straightforward as it seems. For example, Cole and Zuckerman (1987) found that married women with children had the same publication output as single women.

Are gender differences among STEM graduates smaller or larger in countries with greater political and economic equality? This question has yielded mixed results. Early research has tended to show that greater political and economic equality reduces malefemale difference (Halpern, 2013). For example, Hyde and Mertz (2009) found a positive correlation between the Gender Gap Index (where higher values mean higher gender equality) and the number of girls in the teams participating in the International Mathematics Olympiads-a highly select competition. However, a more recent paper by Stoet and Geary (2018) has found the opposite: With more political and economic equality, the gender difference in STEM graduates increases. This gender-equality paradox has led to a debate focusing on methodological issues (e.g., what is the best measure of gender equality?)
(Richardson et al., 2020; Stoet \& Geary, 2020).

Stereotype threat. Stereotype threat can be defined as the presence of anxiety in a situation where it is possible to confirm a negative societal stereotype about one's social group (Spencer et al., 1999). This phenomenon has been extensively studied with respect to mathematics. In a typical experiment, the highstereotype group is told that previous research has shown that women tend to perform poorly in similar mathematics tests, while the lowstereotype group is told that women tend to perform well. Osborne (2007) found that girls were out-performed by boys in the high stereotype condition, but that there were no differences in the low-stereotype condition. A meta-analysis found that the effect was reliable, albeit small ( $d=0.24$ ) (Picho et al., 2013).
Deliberate practice. According to the deliberate practice theory (Ericsson et al., 1993), the best way to acquire expertise in a field is to carry out goal-directed activities for lengthy periods of time. The aim of these activities, which are very structured, effortful, and typically not enjoyable, is to eliminate weaknesses by applying an optimal schedule of feedback and error correction. These activities should be at a suitable level of difficulty and monitored by a coach or a teacher. While highly influential, the approach has also been criticized, for example because of methodological shortcomings (Gobet, 2016; Hambrick et al., 2014). When attention is focused on education (including topics such as science and mathematics), a meta-analysis found that the effect of deliberate practice is small ( $4 \%$ of the variance in performance; Macnamara et al., 2014).

## Biological Explanations

A number of biological explanations have been proposed to explain gender differences in STEM disciplines (see Halpern, 2013, for details). We highlight two of them, which are related. The first explanation concerns the hormonal system. Several mechanisms might be in play. To begin with, during the prenatal period, the proportion of hormones that are typically male and female affects the neuroanatomical development of the brain. Then, there is a surge of hormone levels
during the first six months after birth. Finally, hormones continue to play an important role at puberty and during adulthood. As hormones affect brain development and functioning (Tobet et al., 2009), they clearly could be a source of gender differences in STEM disciplines.

The second explanation concerns the brain differences between men and women, a topic that has attracted considerable research. Although it is important to stress that the brains of females and males are more similar than different (Halpern, 2013), some clear differences have been identified (e.g., Gur et al., 1999; Zaidi, 2010). First, on average, males have a larger brain than females, even after correction is made for body size. On average, females have about 4 billion (about 16\%) neurons fewer than males (Pakkenberg \& Gundersen, 1997). Interestingly, in spite of this difference, males do not have a higher general IQ. In addition, the correlation between brain volume and IQ is equally strong when males and females are considered separately. Second, there is a higher percentage of gray matter in females (Leonard et al., 2008). Third, the corpus callosum is larger in females (Shiino et al., 2017), which seems to be related to the fact that the female brain shows a higher left-right symmetry than the male brain.

## Using Chess to Test Gender-Difference Theories

Albeit not one of the STEM disciplines, chess is an activity that is clearly related to them. It is an intellectual game that requires quantitative computation (e.g., comparing the value of different sets of pieces, such as two bishops vs. a rook and a pawn), abstract thinking (e.g., planning an attack), and reasoning along multiple dimensions (e.g., trade-off between tactical and strategic features). Indeed, a metaanalysis has shown that chess skill correlates moderately with numerical ability ( $r=.34$ ) but not with verbal ability ( $r=.12$ ) or visuospatial ability ( $r=.08$ ) (Burgoyne et al., 2016, 2018). However, unlike STEM disciplines, chess consists of playing against an opponent.

Chess offers several advantages as a research domain (Blanch, 2021; Gobet, 1993,

1998; Gobet et al., 2004). It has both strong external validity and strong ecological validity. Its task environment is rich and flexible so that many experimental manipulations are possible. As it is a complex activity, several years of study and training are needed to reach professional level.

The following additional advantages will be clearly illustrated in the Results section of our article. As it is a complete-information game, chess is a domain that can be easily formalized mathematically or with computer languages. Consequentially, there has been considerable cross-fertilization between psychology and computer science, including artificial intelligence. In addition, several large databases of games exist, played by weak players up to world champions, thus providing the opportunity for numerous statistical analyses. (ChessBase contains over 9.2 million games, and larger databases exist with games played online.) Similarly, abundant analyses are made possible by databases of players' ratings, which often also contain information about year of birth, nationality, and number of games played in a given period of time.

Undoubtedly, the most important advantage offered by chess is that the chess world uses a precise scale to quantify players' strength (the Elo rating; see Elo, 1978). The Elo rating of a player changes depending on the outcome of the game and the strength of the opponent. The rating list can be updated after each competitive game, for instance the online rating list https://www.2700chess.com, or after a fixed period, for instance the International Chess Federation ratings list (FIDE,
https://www.fide.com), which is updated every month. It is thus possible to have a precise, quantitative, and up-to-date measure of players' skills, which can be used in statistical analyses such as multiple regression.

The aim of this paper, then, is to carry out a systematic review of the literature on gender differences in chess to assess the extent to which the empirical results support, or do not support, the explanations adduced for the performance gender gap in STEM disciplines.

## Method

## Literature Search

A systematic search strategy was used to identify the studies relevant to this research. The Scopus database was searched using two sets of keywords. ${ }^{2}$ The first searched all the studies with the word "chess" in the title. The second was a combination of "chess" AND ("gender*" OR "sex*" OR "female*" OR "woman*" OR "girl*"), and it was used to search the abstract. The Web of Science database was searched with an equivalent keyword combination, resulting, at the time, in a subset of the sources found in Scopus. Thus, without any loss, we will refer only to the Scopus search.

## Inclusion Criteria

The studies were included in accordance with the following criteria:

1. The study refers to gender differences in the game of chess. For instance, studies that used the acronym CHESS were excluded. Similarly, studies that used the game of chess as a metaphor were excluded.
2. Gender differences were successfully isolated and discussed as a variable of interest. For example, studies that reported the gender of the player as a covariate were excluded.
With the aim of identifying studies meeting these criteria, published and unpublished articles from January 1, 1960, through May 7, 2022, were searched, and their reference lists scanned. Among the studies screened ( $n=74$ ), 36 met all the criteria. Six of them were obtained from the search of the references.

After reading the papers, we decided to exclude the studies by Vaci and Bilalić (2017) and Sundaramadhavan et al. (2021). Both papers present analyses focused on gender differences but with an aim different than an explanation of them. The former is a methodological study that used gender differences, among other topics, as an example. The latter aimed to enhance the involvement of young children in chess and used gender solely as an element of discussion.

## Results

## Statistical Evidence for a Gender Gap in Chess

All the studies considered here present statistical evidence in support of a gender gap in chess, using two different dimensions. The first dimension is the comparison of participation rates between men and women in active chess. The female-male ratio was between 0.14 and 0.045 depending on the study inclusion criteria. Across several national and international databases such as the FIDE database (Blanch, 2016), the USCF (United States Chess Federation) database (Charness \& Gerchak, 1996), and the German database (Bilalić et al., 2009), it was found that women are less likely to engage in chess than men. Similar results are found considering only players with an Elo higher than 2000 (Bilalić \& Mcleod, 2007).

Women's engagement with chess seems to decline with age and the level of expertise. Table 1 of Chabris and Glickman (2006) shows how the percentage of female players decreases from $17 \%$ in the age group from 5 to 15 years old to around $2 \%$ for the age groups older than 35 . Similar results were presented by Dimalgani (2020, Table 1), where the percentage of female players with an Elo between $1000-1100$ is 23.6 but that percentage drops to zero for the 33 players with an Elo higher or equal to 2800. Dimalgani also points out that female players are younger on average. It is reasonable to suppose that the Elo and the age of the players depend on one another, thus suggesting that, with time and practice, more women tend to drop out from actively playing.

The few studies that considered the participation rate by country (Blanch, 2016; Dilmaghani, 2021a) found a large variability across countries. For instance, Blanch (2016, Appendix A) found that the ratio between males and females in Europe goes from 22:1 for Italy to 2:1 for Georgia.

The second dimension defining the gender gap in chess is the difference in performance between men and women. The performance in all the studies considered here was estimated using an Elo or an Elo-like score. Among the 36 studies, nine of them have reported the average Elo of men and women, or, in the case of Blanch and
colleagues (2015), the average difference.
Table 1 (next page) presents these nine studies. The first column contains the names of the authors, the second the year of the publication, the third the average Elo difference between males and females, the fourth the standard error of the difference, and the last a brief description of the database used. Some caution is needed in the interpretation of these results. Since each study used a different pool of players or different inclusion criteria, a direct comparison between the averages would be meaningless: Elo ratings are comparable only in their original sample. However, irrespectively of the different characteristics of the sample used, Table 1 shows that male players are stronger than female players in all the considered studies. The work of Vollstädt-Klein et al. (2010) was not included in the table, since they presented an average Elo for men and an average DWZ (Deutsche Wertungszahl, the German rating scale) for women.

Table 1 . Difference between average male and female Elo in the nine studies where such difference was available.

| Authors | Year of <br> the publication | Average Elo Difference <br> (male-female) | Standard Error of <br> the Difference | Sample |
| :--- | :---: | :---: | :---: | :---: | | Backus, P., et al. |
| :--- |
| Blanch, A., et al. |
| Dilmaghani, M. |
| Dreber, A., et al. |
| Gerdes, C., Gränsmark, P. |

Note. The first two columns of the table contain the authors and year of the publication, the third column contains the difference between the average male Elo and the average female Elo. The fourth column contains the standard error of the difference. (In the case of Blanch and colleagues, 2015, it was not possible to compute this statistic.) Finally, the fifth column contains a brief description of the samples used for computing the means.

## Academic Fields, Types of Data, and Methods

This section presents some descriptive statistics about the academic fields of the authors as well as the kind of data and methods used. The academic field was classified based on the affiliation of the authors, which was obtained from the manuscript, if available, or otherwise from internet search. We used the authors' modal affiliation (for a similar approach see, e.g., Johnson \& Green, 2008); if this was not unique, the affiliation of the first author was used. Figure 1 (next page) presents the frequency of the modal affiliation. Psychology, economics, and
the other social fields (the latter including only the Swedish Institute for Social Research) were the most common affiliation with around $76 \%$ of the articles. It is worth mentioning that statisticians, computer scientists, and engineers were underrepresented due to the fact that they typically were not first authors. The broad range of affiliations found suggests that the topic of gender differences in chess is transversal to many disciplines.
The classification regarding the type of data refers to how the data were obtained. Three categories were used:

1. Quantitative refers to data that can be analyzed
quantitatively and require an active process to collect them. For instance, data collected via an experiment or quasi-experiment, the use of selfreport tests, or a survey.
2. Qualitative refers to data that can be analyzed using qualitative methods and require an active process to collect them, such as data collected in an interview.
3. Databases refers to data belonging to some pre-existing databases; rather than an active collection process, inclusion criteria are applied before the analysis.

These categories are not exclusive; in particular, Gränsmark (2012) and Rothgerber and Wolsiefer (2014) used data from both databases and surveys. Figure 2 reports the proportions for each type of data involved in the studies. Most of the studies used data available in a pre-existing database, such as the FIDE rating list, resulting in only five studies in the quantitative data category. Of those five, only Maass and colleagues (2008) used a quasiexperimental design. Finally, the work by Galitis (2002) is the only study in our pool that used a qualitative method.


Figure 1. Absolute frequency of academic fields in the pool of 35 articles on gender differences in chess. Note. The academic field was determined based on the academic affiliation of the first author of the article.


Figure 2. Proportions of the methods used in the pool of articles on gender differences in chess.
Note. The methods are classified as: Quantitative (dark gray slice) when the data were collected and were analyzed quantitatively; Qualitative (light gray slice) when the data were collected and were analyzed qualitatively; and Database (white slice) when the data belong to a pre-existing database.

## Data Related to Statistical Explanations

Like in STEM research, the two most common statistical explanations for the gender gap are the greater male variability explanation and the participation rate explanation. The greater male variability explanation assumes that the distribution for men has a higher standard deviation than the one for women; therefore, there will be a higher number of stronger (and weaker) players. Howard (2005b) and Chabris and Glickman (2006) tested this explanation. Howard (2005b) found that men's standard deviation was 18.52 point higher than women's. Chabris and Glickman (2006) computed the ratio (female:male) between the standard deviation of female and male ratings for seven different age groups. They found that the ratio was greater than 1.0 for players with ages between 15 to 65 , thus suggesting a larger rating variation with females, which is at variance with what Howard found. For very young (i.e., less than 15 years old) and very old (i.e., greater than 65 years old) players, they found a ratio close to
1.0, suggesting no difference between males and females.

The basic assumption behind the participation rate explanation is that there are no differences between the men and women populations with respect to their abilities (Charness \& Gerchak, 1996). Thus, the difference in performance at the top can be explained only by the different participation rates between men and women, because it is statistically more likely to extract extreme values from a large sample than a small one. However, Bilalić and colleagues (2009) suggested a mild version of this assumption, in which the participation rate explanation accounts for a portion of the gap but does not require an equal distribution of the abilities in the population.

The oldest study on this topic in our pool of articles is Charness and Gerchak (1996). They proposed a model called MILL7 (maximum/minimum is log-linear, with a slope of 0.70 ), which formally explains the relation between group difference and sample size. They
found that under the MILL7 assumption, it is not possible to exclude that the difference between the best male and female players is due to the difference in participation rates when considering the top player for both men and women. However, the authors also pointed out that their tests did not offer strong support for the participation-rate explanation. This study made an interesting point about the difference at the highest level; nonetheless, the MILL7 models made several debatable assumptions about the Elo distribution (e.g., normality) and the value of the parameters, such as a 250 Elo standard deviation for the USCF rating.

Bilalić and colleagues (2009) expanded upon Charness and Gerchak's (1996) work, analyzing the top 100 male and female players in the German database. The authors argue that considering the top 100 players reduces the risk of making inferences based on outliers such as female grandmaster Judit Polgár. They found that $96 \%$ of the difference in performance is due to statistical effects, namely the different participation rates. Finally, they argue that a simple statistical explanation should be considered before searching for other explanations.

Knapp (2010) criticized Bilalić et al.'s analyses. He pointed out that some predictions made by Bilalić et al.'s model were overestimated, such as the expected rating for the strongest German player (which was 3010, whereas no players in Germany had a rating higher than 2700). Using an alternative model based on the hyper-geometrical distribution where the positions in the rating list were considered, Knapp presented results suggesting that the participation rate explains around $66 \%$ of the level difference between men and women in the German rating list, rather than $96 \%$ as suggested by Bilalić et al. (2009).

Blanch et al. (2015) and Blanch (2016) used the hypergeometric distribution model proposed by Knapp (2010) to obtain the proportion of performance explained by the participation rate. Blanch et al. (2015) considered a random selection of six tournaments played in Spain from 2010 to 2013. They found that participation rates did not explain all the gender
differences in Elo rating. Blanch (2016) tested the model on 24 different countries with different participation rates. He found that the participation rates explained different portions of the variability in different countries, from $88 \%$ for Slovakia to $53 \%$ for Russia. Thus, he concluded that other factors, such as biological and social, also account for the variability.

Howard (2005a) tested both the participation rate and the greater male variability hypotheses. He considered the participation rate by analyzing the same proportion of players from the top of the rating list. He rejected the participation rate hypothesis, while finding evidence in favor of the great male variability. Nonetheless, he suggested that other characteristics such as differences in visuospatial abilities and in general intelligence may determine the performance gap, rather than statistical differences.

Howard (2006) argued that if the participation rate explanation holds when the female participation rate is about 0.50 , the difference in skill should disappear. However, using data from Georgia, a country in which the gender difference in participation rate is very small, Howard still found a substantial rating difference between genders. Bilalić and McLeod (2006, 2007) criticized Howard's (2005) analysis, arguing that he considered a fixed different cut-off for men ( 2200 Elo) but a flexible cut-off for women (from 2000 to 1600 Elo), resulting in a statistical artifact rather than a real difference.

Finally, Chabris and Glickman (2006) tested three statistical hypotheses using the USCF databases. First, to test the greater male variability hypothesis, they computed the women:men ratio of standard deviations stratified by age. They found that the ratio was always higher than or equal to 1 ; thus, women seem to have a larger standard deviation, contrary to the tested hypothesis. Second, they tested, by pairing male and female players, whether there could be a different drop-out among the genders; this hypothesis was rejected too. Finally, they considered the participation rate explanation, by considering different locations with different participation rates. This
analysis showed that, in locations (i.e., Oakland, CA; Bakersfield, CA; Lexington, KY; and Pierre, SD) where the participation was over $50 \%$ for the women, the disparity in initial performance was near zero. Compared to the other studies discussed in this section, the particularity of Chabris and Glickman's study is that they considered a sample of young players (6-12 years old), and not expert players.

## Data Related to Explanations Based on Intelligence, Personality, and Motivation

Intellectual abilities. Only two studies in our pool have tried to explain the difference in performance in chess between men and women by differences in intellectual abilities. In a longitudinal study, Howard (2005b) examined the age at which players enter the elite level of competition. He found that, from 1970 to 2004, the average age of elite players had decreased. From these results, Howard linked the performance in chess with IQ, suggesting that this lowering of the top players' age could be due to the Flynn effect (Dickens \& Flynn, 2001). In the same context, he suggested that the difference in performance between men and women can be due to different levels of visuospatial abilities. Bilalić and McLeod (2006) opposed Howard's premise that chess skills depend on IQ and visuo-spatial abilities. In particular, they pointed out that, in the literature, IQ and visuo-spatial abilities did not clearly discriminate between chess players, and that other explanations can be used to explain the gender difference in chess performance (see also Gobet et al., 2002). Later on, the debate between Howard and Bilalić \& McLeod shifted to a discussion of the participation rate explanation (Bilalić \& Mcleod, 2007; Howard, 2006; see above).

Personality traits. Just like with STEM, differences in personality might be a factor affecting gender differences in chess. Two studies in our pool tested the difference in personality traits between men and women and compared chess players' profile with the general population. Bilalić et al. (2007) used a
children's version of the Big Five model (BFQC; Barbaranelli et al., 2003) on a sample of 219 children who had participated in chess activities at their school and 50 children who had not. Using logistic regression, they found that children with higher scores on the extroversion and the intellect/openness scales and lower score on the agreeableness scale were more likely to be chess players. Since the agreeableness score correlated with gender ( $r=$ .25), the authors tested the same logistic model on the sub-sample of boys, finding the same results concerning agreeableness. Finally, using a sub-sample of 25 children who had an official chess rating, the authors found that no personality factors were associated with rating. While Bilalić and colleagues focused on personality differences when children engage in the game, Vollstädt-Klein et al. (2010) measured the personality profile of adult expert chess players, using the Freiburg Personality Inventory Revised (FPI-R, Fahrenberg et al., 1994). Their sample consisted of 30 male players with an average Elo of $2362(S D=139)$, and 10 female players with an average DWZ (the German rating scale) of $1898(S D=177)$. The FPI-R was used by the authors because it is standardized on a German sample and allows the comparison of chess players with the general population.

Male players did not significantly differ from the population with respect to personality traits, whereas female players were found to have higher levels of life satisfaction and achievement orientation. Moreover, female players had lower levels of physical complaints than the population. Concerning the gender comparison, women had a higher life satisfaction and achievement motivation than men. Moreover, extroversion and stress negatively correlated with rating for men ( $r$ $=-.40$ and $r=-.35$, respectively), suggesting that stronger players are more introverted and less stressed. On the other hand, stronger female players were more extroverted than weaker ones ( $r=.60$ ).

## Risk aversion and risk seeking. Risk

propensity is a personality trait that has attracted
much attention. Gerdes and Gränsmark (2010) asked eight chess experts with an Elo between 2000 and 2600 to classify the 500 openings contained in the ECO code (Matanović et al., 1971) as either aggressive or solid. If fewer than six out of eight experts agreed on the label, the opening was classified as unclear. Openings are the initial part of the game and, since extensive theoretical work has been made on them, players tend to memorize them and develop an opening repertoire (i.e., a collection of known openings with principal variations; for details, see Chassy \& Gobet, 2011). The assumption made by the authors is that an aggressive tactic has a higher level of risk since attacking a part of the board usually implies neglecting another part, whereas a solid tactic avoids creating weaknesses but also reduces the possibility of attacking. Thus, an aggressive tactic is more likely to be played by a risk-loving person whereas a solid tactic by a risk-averse person.

The authors used the ECO code to evaluate the different playing styles of about 15,000 players. Their analysis indicated that women are around $2 \%$ more likely to play a solid opening than men. Moreover, they found that men are more likely to play aggressively when playing against women, and both men and women prefer an aggressive strategy when playing against stronger female opponents. Gerdes and Gränsmark's (2010) results also show that choosing an aggressive opening did not increase the chance of winning the game; therefore, some other aspects should guide this effect.

In subsequent work, Gränsmark (2012), studied the links between gender, time pressure, and impatience. Considering the length of games (number of moves), he found that men's games were on average shorter than women's ( 39.3 vs. 42.0 moves). These results were consistent with a regression analysis in which mixed-gender games and female-vs-female games were longer than the male-vs-male games by 0.3 and 2.1 moves, respectively. Gränsmark pointed out that this result is inconsistent with Gerdes and Gränsmark's (2010) study, which found that women are more risk-averse than men; thus, the expectation was that women
should play shorter games as longer games increase the risk of errors. ${ }^{3}$

In a further analysis, Gränsmark (2012) found that men are more prone to finish games earlier with a draw than their female counterparts even when that means performing worse than their expected score. Finally, women perform worse than men when they reached the $40^{\text {th }}$ move, which typically coincides with the time control.

Risk behavior in chess as a function of time and gender differences was recently investigated in a series of studies by Dilmaghani (2020, 2021b, 2022). In the 2020 study, Dilmaghani computed several different ordinary least-square (OLS) models to estimate the gender gap for three types of games: standard, rapid, and blitz. She found that in standard games, the average Elo for men is $4.7 \%$ higher than for women (about 78.5 Elo points). In rapid and blitz games, she found a great gap between men and women. In particular, men played $0.6 \%$ and $1.0 \%$ better than women in rapid and blitz games, respectively.

In the 2021 study, Dilmaghani analyzed the opening played by the top one hundred players for each gender using the ECO classification system. The results suggest that both genders are more likely to play more safely in rapid and blitz games compared to standard games. However, men were $3.4 \%$ more likely to play safe openings in comparison to $2 \%$ for women.

Finally, the last study was based on the assumption that people with high risk tolerance are more likely to play longer games, because they reject draw offers, whereas risk-averse people will play shorter games to reduce the perceived risk of a longer game. Dilmaghani created eight different categories corresponding to the permutation of the gender of the player (male and female), level in comparison with the opponents (weaker or stronger), the outcome of the game (won or lost), and the gender of the opponent. She found that, whenever a player loses to a weaker player of the same gender, the game is longer than when they played with a player of the opposite gender. Moreover, even when the outcome is expected based on the Elo ratings, a weaker man tends to resign earlier
when playing against a stronger woman. It is worth mentioning that those differences are small (from 3.7 to 4.6 moves).

Motivation and behavioral differences. The last article discussed in this section is GonzálezDíaz, Palacios-Huerta, and Abuín Mosquera (2021). They used the Elo rating to determine the best performance of a player, called "personal best" (Anderson \& Green, 2018) and the performance during a single interval of time. The personal best corresponds to the maximum rating registered for that player, whereas the intertemporal performance was computed using the Elo formula as a function of the players' results in that time frame. They obtained this information for players in the FIDE rating list that had played at least 50 official games. The authors wanted to study the different behavior in proximity of the personal best, in terms of performance and engagement in the game.

They found that, compared to men, women underperform when they are near their personal best; in particular, women are less likely than men to have better intertemporal performance than their personal best. In terms of engagement, women tend to be much more active than men when they are near (in terms of Elo points) their personal best. The authors concluded that men and women behave differently in response to their best performance, and that this behavior might be related to the gender gap.

## Data Related to Socio-cultural Explanations

This section presents the results of studies that proposed a socio-cultural explanation. These studies can be divided into three categories, as a function of the factor that they aimed to investigate: stereotype threat, social environment, and deliberate practice.

Stereotype threat. As seen in the section on STEM, under the stereotype threat hypothesis (Spencer et al., 1999) the activation of a gender stereotype is likely to interfere with individuals' performance in a test related to the stereotype. A usual explanation is that they underperform due to their worries about confirming the negative
stereotype. When this hypothesis is applied to chess, a basic assumption is that, due to the extreme difference in participation between men and women, the gender stereotype is salient in competitive settings. Some authors have tested whether there is a shared belief that men are stronger than women in chess, finding positive results (Maass et al., 2008; Rothgerber \& Wolsiefer, 2014).

Since chess is a direct competition, the difference in performance should appear whenever two players of the opposite sex play against each other. Such an assumption was tested in the five articles belonging to our pool. Four of them use databases of games to study the stereotype threat in an ecological environment. It is worth pointing out that there was no explicit activation of the stereotype in those studies. The last paper was experimental.

Rothgerber and Wolsiefer (2014) collected data from twelve tournaments rated under the USCF from 2006 to 2008. The participants were students from kindergarten to ninth grade, with an average rating of $357(S D=280)$ for the female group and $356(S D=275)$ for the male group; therefore, they were all fairly new players. The expected winning percentage was computed using the players' chess grades and compared with the observed winning percentage for both male and female players. Overall, it was found that the female group had a lower winning percentage (34\%) compared to the expected one ( $41 \%$ ), whereas the male group outperformed the expected ( $44 \%$ and $37 \%$, respectively). Moreover, it was found that females performed worse when they were in a challenging situation, such as against a stronger or an older opponent.

Stafford (2018) analyzed standard-time games from the FIDE database. As a baseline, he used the probability of winning as a function of the Elo difference when a man plays against another man. Then, he used this standard for comparing the results with the mixed-gender games (i.e., man vs. woman and woman vs. man) and the woman vs. woman games. He found a reverse stereotype threat effect, in which women in a mixed gender condition performed better than in the same gender
condition. Stafford controlled for the confounding effect of age by focusing on the players instead of the games and including the year of birth in his analysis. However, Smerdon et al. (2020) argued that this control was not ideal due to the difference in age between women and men, namely the women were younger ( $M=21.6$ years, $S D=13.5$ ) than the men ( $M=36.8$ years, $S D=18.8$ ). They conducted a series of analyses in a larger sample than the one used by Stafford (including also rapid and blitz games) and tested different regression models. They found an effect in performance for the sample of women that cannot be explained by factors that can covary with gender. Thus, they concluded that there was a stereotype effect due to gender in their data.

Backus et al. (2023) considered a collection of games published in the "The Week in Chess" journal from 2012 to 2013. Similar to Rothgerber and Wolsiefer (2014), they found a gender effect that is not explained by the skill difference between players' Elo rating.
Moreover, using the same collection of games, they used a chess engine (Houdini 1.5a x64) to compare the quality of player's moves with the moves selected by the engine. Backus et al. analyzed the moves from move 15 to 30 and found that the quality of the moves by a woman player decreased by $11 \%$ when they played against a man; by contrast, male performance is comparable irrespective of the opponent's gender. They suggest that this difference may contribute to the difference in performance between men and women as a stereotype threat effect.

Finally, the only experimental study on stereotype threat is the one by Maass et al. (2008). The authors considered a sample of 84 participants, half of them female. Pairs of female and male players with similar strengths were made. Each pair played two online games against each other; however, the participants believed to play against different opponents. In the experimental conditions, the stereotype was induced by reminding players that women perform worse than men in chess. Players were led to believe that one game was against a same-
gender opponent and the other was against a different-gender opponent. In the control condition, no information about the alleged gender of the opponents was disclosed. Maass et al. found that women won half of the games when they believed to play against another female or did not know the opponent's gender, but only a fourth of the games when they believed that they played against a man. Moreover, aggressive intent was tested at the beginning of each game after the alleged gender was disclosed. The result was that women had a more defensive style while playing against men.

Social environment. Two studies linked the social and economic gender equality of countries with the participation and performance of women in chess. Dilmaghani (2021a) tested the participation and involvement of women in chess in different countries, under the hypothesis that countries with a legacy of central planning economy have a more equal outcome in chess. She tested her hypothesis using the data of the FIDE rating database with control variables from the world bank such as gross domestic product (GDP), female-to-male labor ratio, and Global Gender Gap Index (GGGI). Her analysis showed that countries with a legacy of central planning and economy had higher participation than Western liberal democracies. However, the difference in performance at the top level was not accounted for by the variables considered in this study. On the other hand, Vishkin (2022) analyzed the data from 160 different countries with the aim of testing the existence of a "gender-equality paradox" in chess. As seen in the section on STEM, according to the gender-equality paradox gender differences are larger in countries with greater political and economic equality (Stoet \& Geary, 2018, 2020), though the claim is controversial (Richardson et al., 2020). As equality measures, he used the GGGI and the Gender Inequality Index (GII).

Mishkin's analysis found that the proportion of female players is lower in countries with higher gender equality, in support of the genderequality paradox hypothesis. However, further analysis showed that both gender equality
indexes and female participation rates were mediated by age - countries with older players had a smaller proportion of women. He suggested that the younger generation may be more involved in chess, leading to a more equalitarian ratio.

The final article in this section is the only article using a qualitative method that satisfied our inclusion criteria. Galitis (2002) interviewed 18 young girls from 7 to 12 years old who had participated in a mixed-gender chess club. The authors observed that, at the beginning of the school year, the proportion of young girls enrolled in the club was nearly one-third; however, at the end of the year, only four girls remained. From the interviews, which were analyzed from a feminist perspective, the author extracted several factors that may contribute to the chess gender gap, such as a possibly hostile environment in mixed-gender clubs, the importance of peer influence in attendance, and the lack of female role models at home.

Deliberate practice. De Bruin et al. (2008) tested the effect of deliberate practice in a longitudinal study with a sample of adolescent chess players. The players had participated in or recently quit a national training promoted by the Dutch Chess Federation. The authors tested several hypotheses regarding the effect of deliberate practice on performance. They considered the hours of serious play and serious study as an index of deliberate practice. Using linear mixed models (Laird \& Ware, 1982), they tested the interaction between gender and serious play or serious study. The model comparison statistics that they used selected the model without those interactions. Thus, they concluded that deliberate practice did benefit men and women in a comparable way. However, the authors found a difference in ratings between men and women even after controlling for deliberate practice, suggesting that other explanations should be also considered. The authors also used a similar approach to compare persistent players with players that had recently stopped playing. They found that the persistent players did not benefit more from deliberate practice; thus, the drop-out
of the other players should not be due to ineffective practice.

## Data Related to Biological Explanations

Although several studies in our pool mentioned biological factors to explain the gender gap in chess, only five of them directly investigated such factors. Breznik and Law (2016) studied the relative age effect (RAE) in chess. RAE refers to individuals' differences in date of birth within a given category of activity and the difference in performance that can arise from them (Sykes et al., 2016). Breznik and Law tested the date of birth distribution among junior players (below 20 years old) and top players. They divided each year into four quarters (January-March, April-June, July-September, and October-December). The results of their analysis were that players born between January and March were overrepresented in all the categories, except for the top male players. In this last category, a reverse RAE was found. Therefore, the date of birth had a different distribution between genders among the top players, suggesting that the changes in RAE from young male players to top players should be further investigated.

Two papers studied risk preferences in relation to players' physical appearance. Dreber, Gerdes, Gränsmark, and Little (2013) used facial masculinity as an index of testosterone exposure during puberty. They used data obtained from Chessbase of 264 players who had an Elo higher than 2000 and for which there was a recent photo available. Facial masculinity was assessed through the Psychomorph software (Tiddeman et al., 2001). ECO codes were used to categorize risk behavior. This study did not find any reliable difference in risk behavior; nonetheless, men with masculine trait tended to play shorter games, which according to Dreber et al., suggests impatience.

Dreber, Gerdes, and Gränsmark (2013) studied the relationship between attractiveness and risk. To evaluate players' attractiveness, the authors created a survey in which participants were asked to rate photos of expert players. They used ECO codes as well as the outcome of
the game (win, lose, or draw) to categorize risk behavior. Their main result was an interaction effect between gender and attractiveness. In particular, a man is more likely to play a risky opening while playing with an attractive woman. The authors also found that this behavior did not enhance players' winning probability. This result held up even when considering the number of moves in the game. Men are more likely to play longer games against attractive females. On the other hand, there was no difference when women play against attractive female opponents.

Finally, related to attractiveness but this time within the chess environment, Iqbal (2016) and Iqbal and Nagappan (2018) used a computational chess aesthetics model (Chesthetica) to assess the beauty of moves in chess games. The assumption was that the beauty of a move is related to tactical aspects. The 2016 article found that Chesthetica evaluated games played by females as significantly less beautiful than those played by males, whereas no differences were found between the genders in the 2018 article. This difference can be due to the fact that Iqbal (2016) considered only forced mate-in-3 problems, whereas Iqbal and Nagappan (2018) compared games extracted from two books: one written by a woman and the second written by a man.

## Discussion

As reviewed above, chess ratings show clear-cut differences in chess between males and females. We now discuss the chess results and evaluate their impact on the four main explanations for gender differences in STEM.

## Explanations of the Gender Gap in Chess and STEM

Statistical Explanations. Statistical explanations for the gender gap in chess have been carefully debated over the years. The results of our study highlight several differences from the results in STEM research. In particular, while men and women have different average ratings, there is no consistent evidence that men's ratings have a larger standard deviation
(Chabris \& Glickman, 2006; Howard, 2005a). These results are also the opposite of those about IQ, in which men and women have the same average, but men have a higher standard deviation. Moreover, Chabris and Glickman (2006) found that between the ages of 15 to 55, women's ratings even have a larger standard deviation in comparison with men.
The most common statistical explanation for the gender gap in chess is the participation rate explanation. This explanation assumes that men and women are equally distributed regarding the abilities related to the expertise in chess and that the observed differences are due only to sampling effects (i.e., a larger number of male than female players). However, this is a strong assumption, and one can argue that the difference in average between the genders already suggests that such an assumption is incorrect.

Moreover, against the participation rate explanation in chess, it is possible to observe that having top players from countries with a relatively low number of active players is not uncommon. For instance, the five-time world champion Magnus Carlsen originates from Norway, where there are 3,826 active players, compared for example to Russia with 37,992 active players (https://www.chessratings.top/).

No study in our pool of articles systematically examined the participation rate of young players who just started playing chess. However, when we consider chess experts, it is less likely that we are referring to a random sampling of the general population, since there is an active selection process to reach that level.

Finally, the generalization of the participation-rate explanation to other fields (such as STEM disciplines) seems also to be unlikely. Those disciplines do not have a voluntary enrollment like chess, since school subjects like mathematics are mandatory for young children from an early age. Moreover, in psychology, where across PhD and PsyD degrees the percentage of female students is $74 \%$ (https://www.apa.org/monitor/2018/12/datapoint), the gap favoring men is still present at higher faculty levels, albeit reduced, compared to 30 years ago
(https://www.apa.org/monitor/2014/10/datapoint). Therefore, trying to infer differences in the population ability by looking only at the higher levels of expertise (e.g., masters and grandmasters in chess, or faculty in academia) can be inappropriate and should be done with extreme caution.

The results thus suggest that statistical differences and artifacts may affect the gender gap in chess and STEM, but they cannot be considered the sole explanation for the differences in performance between men and women. Moreover, even as a partial explanation, participation rate does not provide any insight into the process which causes the different engagement in a given activity.

## Explanations Based on Intelligence,

 Personality, and Motivation. The difference in IQ between men and women has sometimes been used as a foundation for explaining the gender gap in chess (e.g., Howard, 2005a). However, in our pool of articles, no experimental or correlational study directly involved IQ measurements. Moreover, when discussing the statistical explanation, we have already pointed out that the IQ distributions and Elo distributions for men and women seem to be qualitatively different. The former presents a difference in terms of variability whereas the latter in terms of mean.The studies on personality traits seem to be more promising for offering a common gendergap explanation between STEM and chess. They found that some of the gender related differences in personality profiles, such as extraversion, are present both in the general population (e.g., studies of mathematics scores in secondary schools) and in the population of chess players.

This similarity seems to be especially true when talking about risk-seeking behavior. In particular, women tend to be more likely to play safe (Gerdes \& Gränsmark, 2010; Gränsmark, 2012). Moreover, men's and women's behavior are influenced differently by time constraints. These studies, however, used as a measure of risks the ECO code, the outcome of the game, or the number of moves in games. All these
measures have some limitations. The openings in the ECO code have different lengths, involve different moves, and thus include different levels of difficulty. Moreover, the outcome of the game and the move in which the player proposed a draw are rough estimations of riskaverse behavior, since, in long tournaments players can propose a draw for other reasons that the situation on the board - for instance, to rest and conserve energy for other games in the tournament. Moreover, the sizes of the effects found are small, and they seem unlikely to justify the $\sim 200$ Elo-point differences between men and women. Therefore, other explanations should be considered.

Socio-cultural Explanations. Studies addressing socio-cultural explanations dealt with three questions: stereotype threat effect, players' socio-economic environment, and the effect of deliberate practice. The results are discussed and compared with STEM studies.

The stereotype threat effect is well known in psychology. Experimental manipulation is the main difference between the studies analyzed in this article and the studies in other fields such as mathematics. Chess research generally lacks experimental studies since four out of five studies in our pool were based on databases. With a database, it is not possible to induce stereotypes, and it is necessary to rely on the assumption that the simple exposure to a mixedgender game activates the gender stereotype with women. This approach limits the type of control that can be used. In particular, male-vs.male and female-vs.-female games used as controls to compare the mixed-gender games contain several confounding factors. For example, there are fewer mixed-gender games than single-gender games, which can lead to regression-to-the-mean effects. In addition, the sub-sample of players that participate in mixed games is not a random sample, since women can choose to participate in open tournaments instead of female-only tournaments.

Moreover, Smerdon et al. (2020) pointed out that the Elo rating had two flaws when used as a measure for identifying the stereotype threat effect. First, younger and early-career players
improve at a fast pace and their performance tends to be more variable, resulting in a less accurate Elo estimation. In contrast, Elo provides a more stable estimation of older players' real strength. Second, Elo is a dynamic evaluation that changes as a function of game performance; therefore, any stereotype effect should already be incorporated into players' Elo rating. So, the expected performance based on the Elo rating should already contain any stereotype effect. In fact, the Elo rating of female players should already reflect a lower winning probability due to the fact that it is computed by including games against male players. These Elo rating limitations are discussed in detail by de Sousa and Hollard (in press). Due to such limitations, studies in chess seem less reliable compared with their counterparts in STEM fields.

Evidence for the so-called "gender-equality paradox" was found both for chess (Vishkin, 2022) and STEM (Stoet \& Geary, 2018, 2020). The extension of a gender-equality paradox to the game of chess may suggest that the motivations that push men and women to pursue different interests in their professional carriers can be extended to hobbies and leisure activities. In both chess studies presented here, differences between the genders are still present after controlling for gender equality indexes, suggesting that a socio-cultural interpretation does not explain the gap completely. Rather, this gap is part of a more complex and elaborate network of factors. Finally, comparing the conclusions of Dilmagani (2021a) and Vishkin (2022) reveals a limitation of these studies. Both studies highlight that gender differences are still present after controlling for economic and social indicators of gender equality; however, the conclusion for those results focused on opposite aspects. The former study interpreted the higher women's engagement in countries with a history of central planning as a sign of gender equality. The latter study focused on the low engagement in countries with high levels of gender equality measured by economic and social indicators.

Finally, the question of deliberate practice seems to be understudied as an explanation for the gender gap in chess. The only study
addressing this topic (De Bruin et al., 2008) found no deliberate-practice effects on the gender gap. However, any conclusion here should be tentative, as the effects of deliberate practice are larger with games ( $26 \%$ of the variance explained) than those found in education (4\%; Macnamara et al., 2014).

Biological Explanations. The relative age effect (RAE) - that is, the difference in performance due to the month of birth-has been found in sports (e.g., Musch \& Grondin, 2001), education (e.g., Navarro et al., 2015) including mathematics and science (Bedard \& Dhuey, 2006; Ünal, 2019), and indeed chess (Gobet \& Chassy, 2008). When focusing on gender differences, contrasting evidence has been found in sports, with male and female football (soccer) players displaying different RAE profiles (Vincent \& Glamser, 2006), whereas no differences were found in swimming and track and field (Medic et al., 2009). The only paper that studied gender differences in RAE on chess (Breznik \& Law, 2016) found that the RAEs tended to differ drastically between genders when adult chess players were considered but were similar in young children. This result suggests that, during the process of becoming an expert player, other mechanisms arise in differentiating the two genders.

Hormone exposure influences men and women differently during their developmental stages. The studies presented in this article (indirectly) investigated the effect of hormones on chess performances. The studies on the links between physical appearance and risk (Dreber, Gerdes, \& Gränsmark, 2013; Dreber, Gerdes, Gränsmark, et al., 2013) showed that players of both genders with masculine facial traits are more likely to play shorter games, and men engage in riskier moves when playing against attractive female opponents. However, both results have a small effect size and cannot account completely for the gender gap. The remaining studies, which were concerned with the aesthetics of the game (Iqbal, 2016; Iqbal \& Nagappan, 2018), found contradictory evidence, so that no certain conclusions can be drawn.

## Strengths and Weaknesses of Research on Gender Differences in Chess

This systematic review has highlighted some strengths and weaknesses in studying gender differences using chess. The first strength is the use of the Elo rating as a reliable index of player's ability. The Elo rating makes it possible to compare players' skill and make predictions regarding their games. However, it should be noted that, since the Elo rating is a statistical index that is constantly updated after tournaments, long periods of inactivity or a sparse number of games can influence its reliability. For example, in 1968-1969, future world champion Bobby Fischer essentially stopped playing competitive chess for 18 months. Nonetheless, he used that time studying and practicing, and his actual strength increased whereas his rating did not.

A second strength is that the comparison between men and women is a direct competition on the board or in a tournament; therefore, fewer indirect indexes are used, such as the number of female CEOs in a given field. Clearly, such a direct comparison is less debatable and prone to criticism than many indirect measures used in gender-difference studies.

A final strength is that a chess game contains a huge amount of information, such as the outcome, the number of moves, and the entire transcription of the game. This information has been used to formulate and test many specific hypotheses.

The main weakness of this field of research is the lack of experimental studies. Of the 34 articles that composed our pool, there was only one paper reporting an experiment: Maass and colleagues (2008). Whereas studies using databases usually have a larger sample, they have several limitations such as the inclusion criteria for the analysis, an unbalanced number of observations for groups or subjects, and, most importantly, the difficulty of determining a causal effect with confidence (e.g., see Hair \& Sarstedt, 2021; Hammerton \& Munafò, 2021). This problem affects the conclusions that can be drawn from these studies. For instance, working with similar indexes, Vishkin (2022) and Dilmaghani (2021a) report quite different conclusions.

## Broader Implications

Chess and STEM are related activities, since both make similar cognitive demands, such as quantitative computation, abstract thinking, and problem-solving, and both require a high level of practice, motivation, and commitment to reach a high level of expertise. While similar explanations for the gender gap have been studied in both chess and STEM, research in the two fields has focused on somewhat different issues, rending comparison sometimes difficult. Thus, parallels and implications between these disciplines should be done carefully.

To begin with, some explanations do not apply to chess. The most notable is the glassceiling explanation, which is unlikely for chess, given that performance is measured by direct competition and progression is made on objective grounds. Furthermore, several topics important in STEM research have not been studied at all in chess with respect to the gender gap. In particular, no empirical evidence has been collected about brain differences, intelligence, role of family life, and role of diverging interests. But when similar topics have been studied in the two domains, some interesting comparisons can be made, as discussed in the following paragraphs.

The detail of the statistical explanations differs between STEM and chess. Greater male variability is a plausible explanation in STEM, but not in chess; the reverse is true with respect to the average value of the population, where there is a large average rating difference between men and women in chess, contrary to the STEM disciplines (and IQ research) where the two gender display similar average performance. There was some evidence for the participation rate explanation both for chess and STEM - the latter when one considers advanced students and not the entire children's population.

With respect to personality, one can only be speculative, as few studies were carried out with chess. Much of the focus has been on risk, which has only rarely been studied in STEM research. In both chess and STEM, the results show that women tend to be more risk averse. With the other personality traits showing gender
differences, there is not much overlap between those found in STEM and those found in chess. Achievement motivation was found to differ between genders both in STEM and chess. While it is known that interests differ between men and women within STEM disciplines and there is anecdotal evidence that this is the case with chess (Gobet, 2018), no scientific studies have examined this topic with chess players. This is an obvious avenue for future research.

Stereotype threat has led to much research both in STEM disciplines and chess. The results are less convincing for chess, as only one study used an experimental manipulation to induce the effect. Little research has been carried out about deliberate practice from the viewpoint of gender differences; for both STEM and chess, it seems that deliberate practice is not a likely explanation of the gender gap. Finally, the controversial topic of the gender-equality paradox has produced mixed results both for STEM and chess.

With respect to biological explanations, only the RAE has been studied directly with chess, with some interesting results. In particular, different patterns of RAE were found between adult males and females. By contrast, gender has no effect on RAE in mathematics and science (Ünal, 2019). Finally, the effect of hormones has been studied only indirectly in chess (e.g., through facial masculinity), so conclusions must be very tentative.

## Conclusions

This paper has systematically reviewed the literature on gender differences in chess, showing that a gap in both performance and participation exists between men and women. Four main categories were used to group the possible explanation: statistical, based on individual differences, socio-cultural, and biological. A case is made for all the explanations, highlighting commonality, differences, and the limitations of the various approaches. The findings of this review suggests that none of these explanations can solely explain the gender differences in the field of chess.

The reader interested in understanding the causes behind the gender gap in chess and STEM will be disappointed by the conclusions of this review and perhaps feel that the many opportunities offered by chess for understanding gender differences have not been fully taken up. We believe that this is due to the paucity of studies using experimental manipulations. Thus, we recommend that future research on this topic should concentrate on experimental studies rather than database studies, with the aim of investigating the causes of gender differences.

## Endnotes

1. The Scholastic Aptitude Test (SAT) is a standardized test used in the USA in selecting students for college admission.
2. A guide about the use of Scopus syntax can be found at https://service.elsevier.com/app/answers/det ail/a_id/11365/supporthub/scopus/\#tips
3. Intuitively, many chess players would argue that it is the opposite. People with high risk tolerance play risky openings and middlegames, and thus on average shorter games.
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